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Numerical simulations of the global climate system provide inputs
to integrated assessment modeling for estimating the impacts of
greenhouse gas mitigation and other policies to address global
climate change. While essential tools for this purpose, computa-
tional climate models are subject to considerable uncertainty,
including intermodel “structural” uncertainty. Structural uncer-
tainty analysis has emphasized simple or weighted averaging of
the outputs of multimodel ensembles, sometimes with subjective
Bayesian assignment of probabilities across models. However,
choosing appropriate weights is problematic. To use climate sim-
ulations in integrated assessment, we propose, instead, framing
climate model uncertainty as a problem of partial identification, or
“deep” uncertainty. This terminology refers to situations in which
the underlying mechanisms, dynamics, or laws governing a system
are not completely known and cannot be credibly modeled defin-
itively even in the absence of data limitations in a statistical sense.
We propose the min−max regret (MMR) decision criterion to ac-
count for deep climate uncertainty in integrated assessment with-
out weighting climate model forecasts. We develop a theoretical
framework for cost−benefit analysis of climate policy based on
MMR, and apply it computationally with a simple integrated as-
sessment model. We suggest avenues for further research.

climate policy | climate modeling | structural uncertainty |
partial identification | decision-making

Computational modeling of the global climate system provides
a foundation for estimating the effects of greenhouse gas

(GHG) mitigation and other policies on global climate change.
Climate models project the future path of the climate as a
function of trajectories of anthropogenic GHG emissions and
other inputs.* They are used to predict the climatic and other
impacts of altering emission trajectories by means of various
GHG reduction policies, which, in turn, supports analysis of how
to address the climate change problem.
Climate models aim to represent the immensely complicated

climate system in a tractable manner. Scientific understanding of
the climate, as developed over decades of research by many
scholars around the world, is, at this point, remarkable in its
scope and depth. It remains, however, incomplete, and continues
to evolve. Hence, the construction and use of climate models
entail choices by modelers regarding model elements that are not
fully specified by physical theory or exactly determined by em-
pirical evidence. Over time, different sets of choices have yielded
different climate models
Researchers have sought to understand and quantify the un-

certainties in climate models and the predictions that they yield.
One primary approach is multimodel ensemble (MME) analysis
of intermodel structural choices (1). This paper offers a per-
spective on the uncertainties MME analysis seeks to address,
from the vantage point of econometrics, decision theory, and
energy policy analysis. We frame climate model uncertainty as a
problem of partial identification, or “deep uncertainty.” This
terminology refers to situations in which the underlying mecha-
nisms governing a system are not completely known and cannot

be credibly modeled definitively even in the absence of data
limitations in a statistical sense.
The predictions yielded by a partially identified model of a

system are set-valued rather than exact or probabilistic. Thus,
partial identification generates what is referred to in various
disciplines as “ambiguity,” “model uncertainty,” “deep uncer-
tainty,” or “epistemic uncertainty.” Study of partial identification
has origins mainly in econometrics, which applies statistical
methods to study economic phenomena. In this field, partial
identification refers to circumstances in which the probability
distribution governing a stochastic system is not completely
known theoretically and its unknown aspects cannot be fully
learned empirically even in the absence of data limitations in the
sense of statistical imprecision. In the limit case where these
unknown aspects can be fully learned empirically given sufficient
data, the probability distribution is said to be point identified or
simply identified.
The fundamental mathematical and physical theory underlying

computational climate modeling is not based on probability
distributions but rather comprises a set of deterministic nonlin-
ear partial differential equations describing large-scale atmo-
spheric dynamics. However, due to incomplete knowledge of
other physical processes and differences in ways to represent
them numerically, multiple climate models have been developed
around the world and are currently in use, each reflecting dif-
ferent but credible choices in model design and implementation.
Existing models yield different projections of the global climate
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even with broadly harmonized input assumptions. Put differ-
ently, neither a “consensus” climate model nor quantitative cli-
mate projections can be definitively specified with current
knowledge. These intermodel differences are referred to as
reflecting “structural” uncertainty. We show how this can be
framed in terms of partial identification or deep uncertainty.
This paper applies partial-identification thinking to climate

modeling in two ways. First, we argue on decision-theoretic
grounds against the prevalent practice in climate modeling of
computing simple or weighted averages of predictions across
models considered in MME analysis. Computation of simple
averages of predictions assumes that equal weight should be
given to each model, an assumption lacking a compelling foun-
dation (2). But determining appropriate weights is challenging,
for reasons including the weak link between metrics of model
validity and predictive skill (1). Some researchers have attemp-
ted to motivate computation of weighted averages as an exercise
in Bayesian judgment, the weights expressing subjective proba-
bilities that particular models represent truth (3). However, it
may be difficult to judge the credibility of the subjective proba-
bility distribution used. Rather than compute averages of, or
assign probability distributions to, predictions across models,
partial identification analysis would present the set of predictions
yielded by model ensembles as the starting point for decision-
making, foregoing an attempt to reduce the set to a point
through averaging.
Second, we use classical ideas in decision theory to show how

these ensemble outputs can be applied directly in policy appli-
cations of climate modeling, specifically the min−max (4) and
min−max regret (MMR) (5) decision rules. In decision problems
in general, min−max reflects the principle of preparing for the
worst case. In the climate context, it would entail making policy
decisions, such as carbon abatement levels, using the most
“pessimistic” climate model in an ensemble—the one projecting
the highest temperature changes. MMR uses multimodel infor-
mation in a more nuanced way. If a climate policy maker selects
one model from an ensemble and chooses, say, an emissions
abatement path that is optimal for that model according to some
economic metric, the economic penalty, or regret, is the excess
cost of that abatement path if a different model is actually the
correct one. That is, regret measures the potential suboptimality
of policies relative to climate models. The MMR rule is to
choose a policy that minimizes the maximum regret, or largest
degree of suboptimality, across the climate model ensemble.†

MMR has been applied in several policy areas, including
criminal justice (6) and public health (7). It has been used in
computational modeling of energy and climate policy in a
number of studies (8–12). [Cai (13) reviews this research.] The
present paper complements this previous work in several ways.
The paper is aimed, in part, at climate modelers and other re-
searchers who are nonspecialists in economics but interested in
the policy applications of climate modeling. Our approach is
primarily conceptual rather than computational. We emphasize
the partial identification paradigm and its suitability for framing
structural uncertainty in climate models. We provide a theoret-
ical discussion of MMR for climate policy, to highlight the basic
idea in noncomputational form. We then present a deliberately
simple numerical integrated assessment (IA) example of MMR
applied to carbon abatement policy, in order to illustrate the
method in a transparent way.
In what follows, Partial Identification in Econometrics and

Climate Modeling discusses the theory of partial identification as

developed in econometrics and describes how climate model
uncertainties can be framed in this way. Partial Identification and
MME Analysis discusses technical aspects of structural uncer-
tainties in climate modeling as a partial identification problem.
Climate Policy under Partial Identification turns to decision-
making under partial identification, providing background and
discussing the min−max and MMR decision rules. A Numerical
Example develops a numerical example illustrating their appli-
cation to the problem of choosing dynamic carbon abatement
policies that optimally balance abatement costs and climate eco-
nomic damages. The paper ends with a summary and concluding
remarks.

Partial Identification in Econometrics and Climate Modeling
Econometrics is the term used by economists to describe study of
the logic of empirical inference. Whatever the field of science
may be, the logic of empirical inference is summarized by the
following relationship: assumptions + data → conclusions. Data
alone do not suffice to draw useful conclusions. Inference re-
quires assumptions that relate the data to a question of interest.
Holding fixed the available data, a fundamental difficulty of
empirical research is deciding what assumptions to maintain.

Identification and Statistical Inference. Economists and many other
researchers use sample data to learn about theoretically un-
known aspects of the mechanisms that govern stochastic systems.
Empirical research confronts problems of statistical imprecision
and identification problems. Statistical theory characterizes the
inferences that can be drawn by observing a finite sample of
outcomes generated by a system. Identification analysis studies
inferential difficulties that persist even when sample size grows
without bound. The distinction between identification and sta-
tistical inference, first formalized by Koopmans (14), has long
been central to the field of econometrics.
A simple example of statistical imprecision occurs when one

observes a random sample of outcomes generated by a stationary
system and uses this sample average to estimate the mean out-
come that the system produces. Statisticians typically measure
imprecision of the estimate by its variance, which decreases to
zero as sample size increases. The famous “Laws of Large
Numbers” imply that imprecision vanishes as sample size in-
creases to infinity.
Identification problems encompass the spectrum of issues that

are sometimes called nonsampling errors or data-quality prob-
lems. These issues cannot be resolved by amassing so-called “big
data.” They may be mitigated by collecting better data, but not
by merely collecting more data.
A simple example of an identification problem is generated by

measurement errors. Suppose that a stationary system generates
a random sample of outcomes, but one observes these outcomes
with error. Increasing sample size adds new observations, but it
also yields further measurement errors. If one has incomplete
knowledge of the process creating measurement errors and
cannot collect better data that are error-free, one cannot pre-
cisely learn the system mean outcome as sample size increases
to infinity.

Point and Partial Identification. For most of the twentieth century,
econometricians studying inference commonly thought of iden-
tification as a binary event—a parameter of a model is either
point identified or it is not. Empirical researchers combined
available data with assumptions that yield point identification,
and they reported point estimates of model parameters. Econ-
omists recognized that point identification often requires strong
assumptions that are difficult to motivate, but they saw no other
way to perform inference.
Yet there is enormous scope for fruitful inference using

weaker and more credible assumptions that partially identify

†The other primary approach to studying climate model uncertainty is Perturbed Physics
Ensemble (PPE) analysis of parametric uncertainty. Mutatis mutandis, the concepts and
methods discussed in this paper can also be applied to understanding PPEs from a
decision perspective.
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objects of interest. A parameter in a probabilistic model is par-
tially identified if the sampling process and maintained as-
sumptions reveal that the object lies in a set, called the
identification region or identified set, that is smaller than the
logical range of possibilities but larger than a single point. Sample
estimates of partially identified objects generically are set-valued.
To illustrate, suppose economic theory posits that there are

positive parameters a, b, and c such that Y = (a · c) · X + b + e.
Given a random sample of observations of pairs (X,Y), the
product d = a · c can be estimated by the method of least squares
if it is known that e has mean zero conditional on X. Statistical
imprecision regarding d vanishes as sample size increases.
However, absent additional assumptions, all that can be inferred
empirically about a and c is that they lie in the set of all pairs of
positive real numbers such that a · c = d. That is, these param-
eters are partially identified, with the identification region de-
fined by this identity.
Part of the modern literature on partial identification in

econometrics focuses on the identification problems generated
by imperfect data quality, including measurement error and
missing data. Part focuses on identification of structural econo-
metric models used to describe human behavior and interactions.
Manski (15, 16), Tamer (17), and Molinari (18) provide in-depth
reviews of the literature at different technical levels and with
different emphases. SI Appendix, section 1 provides a brief his-
tory and some key references.
Whatever the specific subject under study, a common theme

runs through the literature. One first asks what available data
combined with relatively weak and highly credible assumptions
reveal about the population of interest. One then studies the
identifying power of stronger assumptions that still aim to retain
acceptable credibility, keeping in mind a principle called (ref. 15,
p. 1) the law of decreasing credibility: “The credibility of infer-
ence decreases with the strength of the assumptions main-
tained.” This principle implies that researchers face a dilemma as
they decide what assumptions to maintain: Stronger assumptions
yield inferences that may be more powerful but less credible.
This approach to inference makes clear the conclusions one

can draw in empirical research without imposing untenable as-
sumptions. It establishes a domain of consensus among researchers
who may hold disparate beliefs about what assumptions are ap-
propriate. Partial identification analysis also makes plain the limits
to credible inference. When identification regions turn out to be
large, researchers should face up to the fact that the available data
and acceptable assumptions do not support inferences as tight as
they might like to achieve.

Partial Identification of Climate Models. One might think that
econometrics and climate modeling are so different that
econometric methodology would have little if any application to
climate modeling. In this subsection, we explain why the ideas of
partial identification do, in fact, apply to climate models and can
serve to frame and interpret their uncertainties.
First, research in both domains faces broadly similar identifi-

cation problems due to data imperfections. Climate data that
might have been available in principle may have measurement
errors or be missing in practice, especially data documenting
climate dynamics prior to the existence of modern instrumen-
tation. Moreover, climate data in counterfactual settings is un-
available in principle. We cannot observe what climate change
would have occurred over the past century if the trajectory of
anthropogenic GHG emissions had differed from its actual path.
Second, research in both domains faces the problem of mod-

eling a complex system. The climate system comprises many
different physical processes and mechanisms occurring at a range
of spatial and temporal scales. Designing and implementing a
climate model requires many choices regarding the underlying
architecture, the methods of numerical approximation, solution

technique, which physical processes to include as model com-
ponents, and how to represent these processes (19). Climate
model structural uncertainty arises from incomplete scientific
understanding of physical phenomena, limitations of quality and
quantity of empirical data available to fit models, and the need to
make approximations for computational tractability.
With respect to underlying scientific principles, all general

circulation models of the climate are based on a set of five de-
terministic equations governing atmospheric variables including
temperature, pressure, humidity, and wind flow (20). These so-
called “primitive equations” instantiate first-principle laws of phys-
ics; they include partial differential equations describing a form of
the classical conservation laws of momentum, mass, and energy.
However, the highly complex and nonlinear nature of the

climate system makes it inevitable that the computational models
used to represent it are subject to a degree of irreducible im-
precision (21). Although the basic set of primitive equations is
common across models in a theoretical sense, the exact way in
which the equations are rendered in a particular model is subject
to numerous practical choices of implementation, including
choice of coordinate system, discretization approach, and nu-
merical solutions. In addition, climate models differ in the details
of which physical processes are selected for inclusion—that is,
the overall strategy used to simplify the climate into a tractable
form for modeling—and how they are represented. The multi-
plicity of models and intermodel variations of the quantitative
outputs they generate are generally referred to as reflecting
“structural” uncertainty (22–25).
It is important to note that this is not an exhaustive description

of uncertainty in climate modeling, nor would it be if parametric
uncertainty were also taken into account. The factors just dis-
cussed are “known unknowns”—they have been explicitly de-
termined to be sources of uncertainty. By contrast, “unknown
unknowns” are also presumptively present—it cannot be as-
sumed that the models encompass all physical processes affect-
ing the climate to an extent that is policy relevant.
To summarize, the present state of science, modeling meth-

ods, and empirical knowledge is not such that the climate system
can be uniquely represented in mathematical or computational
form. Nor can climate dynamics be predicted deterministically or
stochastically—one can only predict a range of possible trajec-
tories (26). Thus, we see an underlying correspondence between
econometric and climate models with respect to structural un-
certainty, making the concept of partial identification applicable
to climate modeling.
In the following sections, we elaborate on this perspective and

show how it can be applied to climate change-related policy
decision-making.

Partial Identification and MME Analysis
At the beginning of the paper, we introduced the terminology of
climate model “ensembles.” It is difficult to vary a given model’s
components such as subgrid process representations (much less
numerical integration schemes) to assess the effects of variations
in structural components on the model’s performance. Thus, to
quantify and analyze structural uncertainty, sets of models are run to
study how the different structural choices across models affect the
outputs across the set. This is MME analysis, which we discuss next.

MMEs Background. MMEs are based on model intercomparison
projects in which the characteristics and performance of indi-
vidual and multiple models are analyzed. First conducted in the
1980s (27), such projects have since proliferated and greatly in-
creased in scope and detail. Most MME analyses have been
generated in the Coupled Model Intercomparison Project
(CMIP), which began in the 1990s and has thus far completed
five studies (28, 29). These studies examine the individual and
collective ability of models to simulate the current and historical

Manski et al. PNAS | 3 of 10
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climate, analyze the factors driving model behavior and inter-
model differences, and provide a means of assessing changes in
model performance over time (30).
The performance of climate models in simulating present and

past climate has been gauged by various metrics based on the
mean squared error of differences between model outputs, or
“fields,” and their observed counterparts, such as global mean
temperature and precipitation (31). Comparison of model per-
formance based on such metrics has been conducted using CMIP
MMEs of historical simulations (32).
The CMIP and other intercomparison projects have been part

of a substantial international research effort to develop and
improve the models. Advances in computational hardware and
software have also been critical. The models have been refined
and improved in a number of ways, including the ability to
simulate key aspects of the historical climate.
Nevertheless, there continue to be shortcomings in the mod-

els’ accuracy and precision (1). There are nontrivial biases and
uncertainties in particular fields across models that have per-
sisted through development cycles (33–35). As noted previously,
structural uncertainty arises from the fact that theory and evi-
dence do not completely constrain design and implementation
choices such as which subgrid processes to include, at what
levels of detail. When assessing model performance in his-
torical simulations, there are multiple model fields for which
performance metrics can be defined and quantified, and
modelers have not been able to develop a single metric that
effectively captures all the dimensions of interest (24). Be-
cause the relative accuracies of different models can depend
on which field is measured, it has not proven possible to un-
ambiguously rank models with respect to performance or to
identify a “best” model using historical climate information
(31). The extent of structural uncertainty can be gauged by the
fact that there are currently several dozen different modeling
groups around the world, each running one or more versions
of its own model (36).
Abramowitz et al. (37) take the view that different models can

be thought of as representing different “working hypotheses”
about how to best represent the details of the structure and
dynamics of the climate. Parker (26) characterizes the climate
modeling community’s acceptance of multiple, coexisting models
as “model pluralism,” with different models seen as comple-
mentary. In the language of the present paper, the climate
models are only partially identified.

MME Projections of Future Climate. Model pluralism has generally
been maintained in MME studies of the future climate, in that
the sets of models used in specific studies have usually been
determined simply by which modeling teams choose to partici-
pate, a procedure Knutti (2) describes as “model democracy.”
That available models are not assessed or screened for in-
clusion essentially reflects the unavailability of reliable,
agreed-upon criteria for doing so: If ab initio structural un-
certainty (partial identification) cannot be resolved through
standard evaluation and performance intercomparison, there
are no obvious grounds to omit particular models from climate
projection studies. Nevertheless, some modelers and climate sci-
entists believe that there are important shortcomings in model
democracy for projective MME analysis (2). Developing better
approaches has been the focus of considerable research on nar-
rowing model selection criteria and/or finding ways of assessing
candidate models according to some informational criterion.
Most of this work is closely tied to, or part of, a broader long-

term effort to address uncertainty in MMEs of future climate.
A number of methods have been developed and applied to
MME uncertainty quantification and analysis, virtually all of
which involve combining MME outputs into single projected
climate trajectories. There appear to be two primary reasons

that this form of model combination predominates: Simple
averaging across models can improve accuracy relative to in-
dividual models in historical simulations (38), and modelers
perceive policy makers as requiring single projections (as
functions of individual GHG emissions scenarios) for use in
decision-making (26).
Simple averaging reflects model democracy. Weighted aver-

aging is sometimes performed when it is felt that models can be
ranked with respect to relative accuracy in specific fields in his-
torical simulations (even if not overall) (39). Thus, models may
be weighted along particular dimensions of policy interest, and
the results then averaged.
Expanding on this approach, numerous studies have quanti-

fied MME uncertainty and combined model projections by cre-
ating multimodel probability distributions across predictions of
key variables such as global temperature, and by using them to
compute mean trajectories. Bayesian techniques are one approach
to doing this—for example, Smith et al. (3) and Sexton et al.
(40)—building, in particular, on the work of Tebaldi et al. (41, 42).
As this type of work has proceeded, climate modelers and

scientists and others have recognized some persistent meth-
odological problems in combining model projections (1, 43).
Regarding the finding that model averages can improve upon the
predictions of individual models, Manski (44, 45) has shown that
this may be the consequence of a mathematical relationship rather
than an empirical result.‡ Also, model performance with respect to
specific fields in historical data has not been demonstrated to imply
skill in predicting climate (46), weakening the case for this approach
to weighting projections.
Other issues have to do with how relationships among the

models, and the selection of model ensemble subsets from the
entire set of extant models, affect the informational content
and quality of the ensemble results. These topics have been
framed in terms of the degrees or levels of model “indepen-
dence” in ensembles, although the formal meaning of “inde-
pendence” has not been clear. In particular, one should be wary
of conceptualizing independence in statistical terms, in
the absence of a probabilistic theory of model development.
As noted above, ensembles are typically assembled by con-
venience, in the sense that they are determined by the
availability and interests of modelers. Thus, one cannot rea-
sonably assert that any given ensemble is a random sample
drawn from a population of potential models. Nor can one
reasonably assert that any given ensemble adequately ex-
presses the full range of structural uncertainty in model
projections (24). Indeed, it is not known how well the world’s
complete set of existing climate models expresses the full
range of uncertainty.
While it is inappropriate to conceptualize model indepen-

dence in statistical terms, there may be good reason to think
nonstatistically about dependence across models. Modeling
teams communicate with one another, and they may, hence, in-
fluence the modeling choices that they collectively make. In fact,
some models share parts of their codes (47).
As discussed by Sanderson (1), researchers are actively

working on ways to address these problems. However, combining
climate model ensemble outputs into single projected trajectories
of the future global climate remains a challenging and unresolved
problem. In the following sections, we discuss how viewing model
structural uncertainty in terms of partial identification facilitates
an alternative approach to using MME information in climate
policy and decision-making.

‡Specifically, Jensen’s Inequality implies that, when mean square error or another convex
loss function is used to measure predictive accuracy, the accuracy of a simple or weighted
mean prediction is algebraically better than the corresponding average accuracy of
individual model predictions.
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Climate Policy under Partial Identification: Cost−Benefit
Analysis with the Min−Max and MMR Decision Rules
The issues with standard approaches to defining and quantifying
uncertainties in climate modeling that we have reviewed do not
obviate the fact that modeling is essential for developing policies to
address the risks of global climate change. What is clearly the case,
however, is that addressing uncertainties remains an open, and
challenging, problem. Parker (48) observed that a primary rationale
for using weighting or probability analysis to combine climate model
outputs into single time paths of important variables appears to be
modelers’ perception that policy makers require uncertainty to be
represented in this form to make decisions. In this section, we show
that, in fact, this is not the case, and that a partial identification
framing of climate modeling opens the way to alternative methods
for dealing with uncertainties in decision-making. We might say that
these methods allow for single decisions to be made without
needing single inputs from the models.
Our departure point is climate model ensemble analysis, so the

models discussed in the following sections express partial iden-
tification in terms of a discrete set of climate models. As noted
earlier, our analysis does not encompass the full uncertainty in-
herent in numerical climate simulation. By its very nature, de-
cision analysis must explicitly specify possible “states of nature,”
which list only known unknowns. Our goal is to advance un-
derstanding within that paradigm.

Economic Uncertainty in Integrated Assessment Modeling. Although
not our focus in this paper, for the sake of context, we begin
with a brief discussion of uncertainty in the economic ele-
ments of quantitative climate policy analysis, which, as a rule,
uses computational energy−economic or integrated assess-
ment (IA) models. (This subject is discussed by Sanstad in ref.
49.) These are, characteristically, long-run (century-scale or
more) models of the global economy including the energy
system and its role in economic production, and are applied to
estimating the costs of policy-induced GHG emissions re-
ductions. IA models incorporate reduced-form representa-
tions of the climate (or, more generally, the carbon cycle) and
its links to the economy, particularly the climatic effects of
anthropogenic GHG emissions and, in turn, their effects on
the economy.
The development of IA models has enabled economic anal-

ysis of how the global climate and social systems interact with
one another, which has played a critical role in the develop-
ment of policies to reduce GHG emissions (50). IA models are
subject to uncertainty not just in their representation of the
climate but also in their economic assumptions (50). Examples
arise in highly aggregated IA models in which the direct eco-
nomic costs of climate change and those of GHG abatement
are both represented explicitly, so that trade-offs between
emissions reduction and reduced climate change-induced eco-
nomic losses can be assessed. The paradigmatic example is
Nordhaus’s Dynamic Integrated Climate Economy (DICE)
model, the most influential IA model of the last several
decades (51).
In DICE and models based on it, the economic losses from

climate change are represented in terms of “damage functions”
that give the decreases in worldwide output resulting from in-
creases in mean global temperature, as a proportional reduction
or in dollar terms. It is recognized that these functions have
uncertain theoretical and empirical grounding (52).§

Another feature of these models is dynamic optimization by a
representative decision maker, which entails discounting to
quantify the present value of future economic costs and benefits.
The appropriate definition and magnitude of the discount rate is
a long-standing issue in climate change economics and IA
modeling (53–55). Controversy persists, in part, due to the fact
that this is not only an empirical question but also a matter of
theory and of ethics in regard to intergenerational equity (56).
In addition to these issues, IA model estimates of the long-run costs

of large-scale GHG emissions abatement vary considerably, by some
measures, up to an order of magnitude (57). As evidenced by comparing
these more recent estimates with examples from the 1990s (58), this
uncertainty has persisted over several decades of model development.
While improving estimates of the economic impacts of climate

change is an active area of research, uncertainty persists. Dam-
age functions in aggregate models continue to be debated, and
model-based abatement cost estimates continue to proliferate
but are not converging. Because our focus is partial identification
of climate models and its implications for decision-making, this
paper limits formal analysis of economic uncertainties to sensi-
tivity analysis with respect to the exogenous economic parameters
governing abatement and damage costs. However, our decision
framework can be readily applied to economic uncertainty.

A Simple Theoretical Framework. In what follows, we consider
climate policy from a cost−benefit perspective in the context of
partial identification of climate models, in which emissions
abatement policy is based on comparing the costs of reducing
GHG emissions with the resulting benefit in terms of avoided
climate change damages. The key consideration is that the de-
cision maker’s knowledge of these benefits is subject to uncer-
tainty arising from the partial identification. We first develop an
abstract theoretical framework and then, in the following section,
implement it quantitatively using a simple IA model.
Let Bt represent the state at time t of a baseline energy−

economic scenario, and let EBt
t be the corresponding baseline

GHG emissions. Let At be GHG abatement actions at time t
under some climate policy, measured in the same units as emis-
sions, let C(At) be their cost, and let EAt

t be the resulting net emis-
sions. In what follows, we will slightly abuse terminology by also
referring to At and EAt

t as “paths” or “trajectories.” We assume that
abatement paths are chosen from some space of feasible paths.
Emissions paths are used as inputs to a climate model M. We

focus on the global mean temperatures projected by M as a
function of these paths. Thus, let T(EAt

t ,M) be the global mean
temperature at time t determined by the GHG trajectory EAt

t
when it is simulated in the climate model M. Then a damage
function—as discussed above—can be written as D(T(EAt

t ,M)).
Cost−benefit analysis.

The min−max decision rule. For an abatement path At and climate
model M, denote the associated total (abatement plus damages)
cost at time t as C(At,M) ≡ C(At) +D(T(EAt

t ,M)). A policy
maker seeks to minimize the present value of the cumulative cost
over a planning horizon which, as is customary in the climate
economics literature, we assume to be infinite. The cost−benefit
climate policy problem given a particular climate model M is

min
At

∫ ∞

0
C(At,M)e−δtdt, [1]

where δ is a discount rate. In this approach, the optimal At is chosen
with commitment at time 0, that is, it is not updated over time as new
climate or cost information is obtained. As stated, Eq. 1 is a deter-
ministic optimization problem that, under certain technical assump-
tions regarding the feasible abatement path space and the cost and

§Some of this work has focused on improving aggregate damage functions with respect
to both aggregate-level evidence and functional forms (63). Moreover, it is also the case
that aggregation per se is a major source of this type of uncertainty, and increasing
attention is being paid to empirical, statistical estimation of spatially and sectorally
disaggregated climate damages (69, 70).
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damage functions, has a unique solution. We will assume that such
conditions hold for the series of problems we describe.
Reflecting the discussion in Partial Identification and MME

Analysis, let M = M1, . . . ,MN{ } be a model ensemble. We
amend the damage and cost function notations to
C(At,Mi) ≡ C(At) +D(T(EAt

t ,Mi)), i = 1,. . ., N. The hypothetical
policy maker now faces the problem of minimizing total cost
while taking account of the model uncertainty. One way of
approaching this problem is to assign a probability distribution or
some other weighting scheme to M and minimize the expected
cost. However, this strategy is unsatisfactory if one lacks a
credible basis for assigning a distribution or weights.
Under a partial identification perspective, one alternative way

to proceed is to apply the min−max decision rule, which can be
characterized colloquially as “preparing for the worst.” Here, the
“worst” is the model Mi that results in the highest total abate-
ment plus damage costs. Given an abatement path At and asso-
ciated emissions path EAt

t , the most costly outcome will correspond
to the model that solves the problem

max
i
∫ ∞

0
C(At,Mi)e−δtdt. [2]

This maximum cost will vary across possible abatement paths,
and the min−max decision is to select the path that solves

min
At

 max
i
∫ ∞

0
C At,Mi( )e−δtdt. [3]

That is, the decision rule chooses the abatement policy that
minimizes the total cost of abatement and damages under the
most pessimistic assumption regarding the climate model.

The MMR decision rule. Policies chosen using the min−max cri-
terion are conservative by design. An alternative decision rule
that is applicable under conditions of partial identification but is
less conservative is called MMR, which Manski and Tetenov (59)
characterize as seeking uniformly near-optimal solutions to de-
cision problems. For each model Mi in the ensemble M =
{M1,. . .,MN}, with C(At,Mi) ≡ C(At) +D(T(EAt

t ,Mi)) the associ-
ated time t cost with abatement and emissions paths At and EAt

t , re-
spectively, let Ap

t;Mi
be the abatement path that solves the problem

min
At

∫ ∞

0
C(At,Mi)  e−δtdt, [4]

and let Cp(Ap
t;Mi

,Mi) be the resulting minimum cost,

C
p(Ap

t;Mi
,Mi) ≡ min

At
∫ ∞

0
C(At,Mi)e−δtdt. [5]

(Note the change in notation: Previously, C(At,Mi) was total cost
at time t; now, Cp(Ap

t;Mi
,Mi) is total discounted cost, i.e., an inte-

gral.) Now consider any other feasible trajectory At and its cost—
not necessarily optimal—over the entire time horizon with Mi,
∫ ∞
0 C(At,Mi)  e−δtdt. The regret R(At,Mi) associated with At when

climate model Mi is used in determining damages is the difference
between its cost and the cost of the optimal policy associated withMi,

R(At,Mi) ≡ ∫ ∞

0
C(At,Mi)  e−δtdt − C

p(Ap
t;Mi

,Mi). [6]

The regret is nonnegative because Cp(Ap
t;Mi

,Mi) is the minimum
cost with Mi. Regret measures the suboptimality of At when tem-
perature is determined by Mi. That is, it is the excess cost result-
ing from this abatement path relative to the minimal cost
associated with this model.
To apply the MMR rule, a decision maker first considers each

feasible abatement path At and finds the model version that
maximizes regret as defined in Eq. 6, solving the problem

max
Mi

 R At,Mi( ) = max
Mi

∫ ∞

0
C At,Mi( )e−δtdt − C

p Ap
t;Mi

,Mi( )( ). [7]

The MMR solution is then to find At to solve the problem

min
At

 max
Mi

 R At,Mi( ) = min
At

 max
Mi

∫ ∞

0
C At,Mi( )e−δtdt − C

p Ap
t;Mi

,Mi( )( ).
[8]

This discussion highlights the fact that, in any application, MMR
requires an explicit criterion to measure the differences in social
welfare between optimal and suboptimal outcomes. For exam-
ple, applying the technique to analyze policies that entail
exogenously set “caps” on GHG emissions would necessitate
measurement of the social cost of exceeding those caps.

A Numerical Example
In this section, we describe a computational implementation of
the MMR framework described above. We present a simple IA
model defining an optimal control problem that formalizes the
dynamic economic trade-off between emissions abatement and
reduced damages from emissions-caused temperature increases. In
implementing numerical calculation of the MMR of Eq. 8 in our
example, we assume, for simplicity, that the state space of possible
real worlds includes only those represented by the six models listed in
Table 1. Moreover, we compare only the optimal abatement paths for
each of the models. We also contrast the results of applying the
MMR criterion with those obtained with the min−max decision rule.{

A Simple Integrated Assessment Model.
Emissions and temperature. In the previous section, we represented
the link between carbon emissions, in the form of a trajectory
EAt
t , and projected global mean temperature Tt as a functional

relationship based on a climate model M: Tt ≡ T(EAt
t ,M), where

EAt
t are net emissions at time t when baseline emissions Bt are

reduced by abatement At, and are used to project temperature using
M. For quantitative analysis, we now simplify this representation by
adapting the approach of Matthews et al. (60) to summarize the long-
term relationship between aggregate carbon emissions and global
mean temperature. Using a combination of modeling and observa-
tional data analysis, these researchers showed that the ratio of tem-
perature increase to cumulative emissions, the “carbon-climate
response (CCR),” is roughly constant over decades up to several
centuries. We use the CCR to capture the influence of emissions on
temperature. (This approach is further discussed in refs. 61, 62.)
Let EAt

t be cumulative emissions between an initial time 0 and
time t given a net emissions path EAt

t ,

EAt
t = ∫ t

0
EAs

s ds. [9]

Let m(M) be the CCR associated with a climate model M. Then
the Matthews et al. (60) approximation of global mean temper-
ature projected by M when it is driven by EAt

t is

Tt = T(EAt
t ,M) = m(M)∫ t

0
EAs

s ds = m(M)EAt
t . [10]

Slightly amending our notation from the previous section, we will
use the parameter m to characterize the models being compared.
Different models might, in principle, have the same m, but this is

{Our model is similar to that of Goulder and Mathai (71), which was adapted to MMR
analysis of carbon abatement policy by Cai and Sanstad (11). Rezai and van der Ploeg (12)
developed a more complex IA model and applied it to max−min and MMR analysis of
climate analysis under uncertainty, using temperature projections from several different
IA models.
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not the case for the six we examine here. Thus, we can write the
model-projected temperature as Tt = T(EAt

t ,m).
Costs and damages. We assume that the functions for abatement
cost and climate damage at time t are quadratic,

C(At) = 1
2
αA2

t

D(Tt) = 1
2
β(mEAt

t )2 = 1
2
βm2(EAt

t )2.
[11]

The quadratic is a convenient and tractable functional form; in
the present case, it enables us to solve our optimization model in
closed form (see below). The shape of the damage function has
been controversial in climate economics. Nordhaus and Moffat
(63) conducted a comprehensive survey of empirical damage es-
timates in the literature and conducted their own estimations;
their preferred specification was quadratic.
With Tt = T(EAt

t ,m) = mEAt
t , the total cost at time t is

C(At,m) ≡ C(At) +D(T(EAt
t ,m))

= 1
2
αA2

t + 1
2
βm2(EAt

t )2.
[12]

Optimization. In the abstract framework of A Simple Theoretical
Framework, any constraints that might be imposed on the optimizations
were implicit. In optimal control problems, the key type of constraint
specifies the dynamic relationship between the decision variable and
the “state” variable—here EAt

t —as an ordinary differential equation.
We write the cost minimization problem for a given climate model as

min
At

∫ ∞

0

1
2
(αA2

t + βT2
t )e−δtdt

subject to

d
dt
EAt

t = EAt
t = Bt − At

Tt = mEAt
t

EAt
0 = E0,

[13]

where the last expression defines an initial condition for cumu-
lative emissions. Solving Eq. 13 yields the abatement path Ap

t,m
that minimizes the present (discounted) values of abatement costs
plus climate damages subject to the relationships among emis-
sions, temperature, and damages. Conceptually, this path makes
the optimal trade-off over time between abatement and damages.

Calibration.
Baseline emissions projection. We created our baseline emissions
path using the “Representative Concentration Pathway (RCP)
8.5” of carbon and other emissions and atmospheric concentra-
tions created by IA modelers circa 2010 (64). It is one of four
such scenarios, each corresponding to a different level of global
average watts per meter squared in 2100 that was projected
in one or more integrated assessment models (65, 66). The
8.5 W/m2 pathway is the highest warming of the RCPs, reflecting
a pessimistic scenario regarding the increase in global emissions
over the 21st century; it has been used as a baseline in numerous
studies.
We used the RCP 8.5 projection of annual carbon emissions

(fossil and land use sources) from 2000 to 2500 in gigatons of
carbon (GtC), obtained from the RCP repository at the Potsdam
Institute for Climate Impact Research (http://www.pik-potsdam.de/
∼mmalte/rcps/). For a baseline emissions path approximating the
projection, we fitted the following functional form to these data:

Bt = (θt + B0

exp(θφ))exp(−θ(t − φ)), [14]

where B0 is 8 GtC, the RCP 8.5 emissions in 2000. The fitted
parameter values are θ = 0.0123125 and φ = 339.565. Further
details are provided in SI Appendix, section 2.
Temperature projections under structural uncertainty. To calibrate
temperature as a function of cumulative emissions for structural
uncertainty analysis, we used outputs of six Earth system models
(ESMs) from CMIP5 that each projected the effects of RCP 8.5.
We first computed decadal averages of the CMIP5-reported

monthly surface air temperature projections from these models
under RCP 8.5 for the period 1900–1909 to 2090–2099. Fol-
lowing Matthews et al. (60) as described above, we then calcu-
lated decade-by-decade temperature increases over this period
relative to 1900–1909 as projected by each ESM, along with the
corresponding decade-by-decade increases in cumulative carbon

Table 1. CCR estimates—six ESMs, CMIP5 temperature projections under RCP 8.5

ESM Fitted mi under RCP 8.5 (degrees Celsius per teraton carbon)

GFDL-ESM-2G - Geophysical Fluid Dynamics Laboratory ESM version
2G

1.573

BCC-CSM-1 - Beijing Climate Center Climate System Model version 1.1 1.864
FIO-ESM - FIO-ESM - First Institute of Oceanography ESM 1.937
Had-GEM2-ES - Hadley Global Environmental Model 2 - Earth System 2.286
IPSL-CM5A-MR - Institut Pierre Simon Laplace Coupled Model 5A -

Medium Resolution
2.361

MIROC-ESM - Model for Interdisciplinary Research on Climate - ESM 2.438

Table 2. Values of economic parameters used for calibration

Abatement cost parameter α (fractional GDP lost per GtC
abated)

Climate damage cost
parameter β (fractional GDP loss
per degrees Celsius increase)

Low 0.000078 Low 0.014
Median 0.000125 Central [Nordhaus and Moffat (63)] 0.018
High 0.0002 High 0.022

Manski et al. PNAS | 7 of 10
Addressing partial identification in climate modeling and policy analysis https://doi.org/10.1073/pnas.2022886118

EC
O
N
O
M
IC

SC
IE
N
CE

S
SU

ST
A
IN
A
BI
LI
TY

SC
IE
N
CE

D
ow

nl
oa

de
d 

at
 P

al
es

tin
ia

n 
T

er
rit

or
y,

 o
cc

up
ie

d 
on

 D
ec

em
be

r 
22

, 2
02

1 

http://www.pik-potsdam.de/~mmalte/rcps/
http://www.pik-potsdam.de/~mmalte/rcps/
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2022886118/-/DCSupplemental
https://doi.org/10.1073/pnas.2022886118


www.manaraa.com

emissions in RCP 8.5. Extending the notation introduced above,
denote the latter quantity as EBt

Cum.
For each ESM, indexed by i = 1,. . ., 6, we represented the

relationship between temperature and cumulative net emissions as

Ti = miE
Bt
Cum. [15]

To estimate the mi, we fitted (15) to the decadal average time
series for each model. See SI Appendix, section 2 for details.
The six models and fitted values of mi are shown in Table 1. The

range among these estimates is a simple gauge of structural uncertainty.
Economic parameters. We derived low, median, and high estimates
of the abatement cost parameter α from Dietz and Venmans
(67), who summarized global marginal abatement costs as a
percent of global economic output as documented in IPCC Fifth
Assessment Report. Because these costs were derived from ener-
gy−economic and IA model analyses that assumed a 5% discount rate,
we used this value exclusively. For the central value of the damage cost
parameter β, we usedNordhaus andMoffat’s (63) central estimate from
their preferred (quadratic) specification and estimation of the climate
damage function. We also specified low and high values for sensitivity
analysis. The values for these parameters are presented in Table 2.

Analytical and Numerical Solutions. Using standard methods, the
model is solved in closed form analytically, and the numerical
solution is computed using the Mathematica (68) software; de-
tails are presented in SI Appendix, section 3. The results are
optimal abatement paths Ap

t;mi
and minimum costs

C
p(Ap

t;mi
,mi) = min

At
∫ ∞

0
C(At,mi)e−δtdt

= min
At

∫ ∞

0

1
2
(αA2

t + βT2
t )e−δtdt,

[16]

subject to the constraints in Eq. 13.# Details are presented in
SI Appendix, section 3.

MMR under Structural Uncertainty. We begin with an example of
how regrets are calculated, in the case that the First Institute of
Oceanography (FIO) model is correct and with the median and
central values of α and β, respectively. Our analysis assumes that
the state space of possible real worlds includes only those rep-
resented by the six models. That is, it excludes the possibility that
all six models are wrong. In principle, the calculations could be done
with a larger state space that has more distinct models. However, we
reiterate the point made earlier: No finite ensemble can enable
analysis of the “unknown unknowns” of climate modeling.
The first row of Table 3 shows Cp(Ap

t;mi
,mi), i = 1,. . ., 6, the

minimum total discounted abatement costs plus climate dam-
ages, associated with the optimal trajectory Ap

t;mi
for each model

for the median α and central β parameter case. We assign the

indices i in the order in which the models are listed in Table 1,
that is, according to ascending values of the CCR parameter.
To explain the second row, we recall the idea of a suboptimal

trajectory from The MMR decision rule, here assuming, for the
sake of discussion, that FIO (i = 3) is the correct model. For legibility,
we again amend our previous notation: Let Ap

t,i≠3 be the optimal
trajectory for one of the models other than FIO and let E(Ap

t,i≠3) be
the net emissions at time t when this trajectory is used to reduce
emissions from the baseline Bt, that is, E(Ap

t,i≠3) = Bt − Ap
t,i≠3. We

write the resulting cumulative emissions path as

Et(Ap
t,i≠3) = ∫ t

0
E(Ap

s,i≠3)ds
= ∫ t

0
(Bs − Ap

s,i≠3)ds.
[17]

Now consider using this emissions path to project temperature
with the FIO CCR, m3,

Tt = T(E(Ap
t,i≠3))

= m3∫
t

0
E(Ap

s,i≠3)ds
= m3Et(Ap

t,i≠3).
[18]

That is, Tt = m3Et(Ap
t,i≠3) is the temperature path when the op-

timal trajectory for a different model is used with the FIO CCR.
In turn, we calculate the time t abatement costs associated with
Ap
t,i≠3 and climate damages associated with m3Et(Ap

t,i≠3),

C(Ap
t,i≠3,m3) = C(Ap

t,i≠3) +D(T(E(Ap
t,i≠3)))

= 1
2
α(Ap

t,i≠3)
2 + 1

2
βm2

3(Et(Ap
t,i≠3))

2
.

[19]

The present value of these costs is then

CPV Ap
t,i≠3,m3( ) = ∫ ∞

0
C Ap

t,i≠3( ) +D T E Ap
t,i≠3( )( )( )( )  e−δtdt

= ∫ ∞

0

1
2
α Ap

t,i≠3( )2 + 1
2
βm2

3 Et Ap
t,i≠3( )( )2( )  e−δtdt.

[20]

Eq. 20 displays the suboptimality we have referred to: It is a cost,
but not the optimal cost, using the FIO model to project tem-
perature. These suboptimal costs for the models i = 1, 2, 4, 5, and
6 comprise the second row of Table 3.
The last row of Table 3 presents the associated regrets, the

differences between the suboptimal costs and the optimal
(minimum) cost with the FIO model,

R(Ap
t,i≠3,m3) = CPV (Ap

t,i≠3,m3) − C
p(Ap

t,m3
,m3), [21]

for i = 1, 2, 4, 5, and 6. As discussed in The MMR decision rule,
these are the post hoc losses when a decision maker implements

Table 3. Example of regrets calculation—with FIO the correct model, median α, and central β

Model

Calculations GFDL BCC FIO Had IPSL MIROC

Optimal values for each model (assuming it is correct) 0.293 0.381 0.4029 0.509 0.531 0.554
Suboptimal values (if other models’ optimal paths are used but FIO is

the correct model)
0.413 0.4033 — 0.412 0.416 0.420

Regrets: suboptimal values minus FIO optimum 0.01059 0.0004 0 0.0088 0.01274 0.01749

#Under our assumptions, the necessary conditions are also sufficient, and the model will
have unique solutions with the parameters we use.
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the optimal abatement policy assuming that one of the models
other than FIO is correct, but FIO is, in fact, the correct model.
The full set of regrets across the six models for the median α

and central β case is shown in Table 4,

R(Ap
t,i≠j,mj) = CPV (Ap

t,i≠j,mj) − C
p(Ap

t,mj
,mj), [22]

i, j = 1,. . ., 6. The rows are regrets with respect to the models
listed at the left, with the FIO row values equal to those in the
last line of Table 3. For example, the number in the second row,
fourth column (0.01266) is the regret from using the Hadley
(Had) model to perform the optimization when the correct model
is the Beijing Climate Center (BCC). The MMR solution across
the entire table is shown in bold italics in Table 4, and occurs when
FIO is the correct model and the Model for Interdisciplinary Re-
search on Climate (MIROC) is used instead for the optimization.
Note that the values in each row form a “U” shape with respect

to the zero value for the correct model for the row. In the rows with
the models having the three lowest CCRs—Geophysical Fluid
Dynamics Laboratory (GFDL), BCC, and FIO—the maximum
regret occurs with the MIROC model, while in the rows with the
models having the three highest CCRs—Had, Institut Pierre Simon
Laplace (IPSL), and MIROC—it occurs with the GFDL. This is
intuitive given the relative magnitudes of the various CCRs.
This calculation of the MMR solution assumes that the action

space (that is, the set of feasible abatement paths) includes only
the six abatement paths that are optimal under one of the
models. Thus, it takes the action space to be the set of “best
response” paths. More generally, society could consider abate-
ment paths that are not optimal under any of the six models.
Even if the state space comprises only the six models, it is pos-
sible that the MMR path will be one that is not optimal in any
state. Thus, Table 4 gives a constrained MMR solution. Finding
the unconstrained MMR abatement path would be a much more
complex computational problem.
To explore the sensitivity of the MMR to the economic pa-

rameters, we calculated nine tables for the nine α, β pairs. Ta-
ble 5 summarizes the results, showing the MMR for each
combination of α and β. For all these parameter pairs, the MMR
occurs with FIO as the model selected for optimization and
MIROC as the incorrect model.
It is interesting to see that the MMR is increasing in β for each

value of α; that is, the greater the sensitivity of climate damages
to cumulative carbon, the greater the regret for using an incor-
rect ESM. The MMR is also increasing in α for the central and
high values of β, but not for the low value.
A sensitivity analysis of the model with respect to the eco-

nomic parameters is presented in SI Appendix, section 3; its re-
sults and the data in Table 4 allow us to compare the MMR and
min−max decision rule outcomes. The sensitivity analysis shows
that the MIROC model yields the highest cost optimal solution
for all α, β pairs—that is, if MIROC correctly embodies the

CCR, the outcome is the worst using our optimization model. It
is natural to ask, What will the cost turn out to be if MIROC is
correct, but another model is chosen? The answer is, of course,
the set of regrets associated with MIROC. Comparing the
MIROC and FIO rows in Table 4, we see that the MIROC re-
grets are, in some cases, higher and, in some cases, lower than
those for FIO. But its maximum regret (0.06558, when GFDL is
chosen but MIROC is correct) is greater than FIO’s maximum
regret (0.01749). The difference between the two can be inter-
preted as the potential cost of using the min−max rather than the
MMR decision rule with this optimization model.

Conclusion
Computational climate modeling is a challenging endeavor. Over
decades, the efforts of many modelers around the world have yielded
steady progress in model development. The models enable policy
makers to analyze the long-range consequences of societal decisions
about energy production and use. However, the complexities of the
climate system and computational difficulties generate structural
uncertainty. A consequence is that a number of distinct models have
been developed over time and are currently in use.
Taking account of this uncertainty in IA modeling and other

policy applications has, with few exceptions, relied on climate model
weighting of one kind or another, including Bayesian probabilistic
analysis. The shortcomings of these weighting schemes are known
and well documented in the technical literature. As an alternative,
we have proposed a partial identification framing and cost−benefit
analysis of climate policy using the MMR criterion. We have pro-
vided a theoretical treatment of MMR decision-making under
structural uncertainty, and a simple numerical IA example. The
MMR criterion offers a rationally grounded way to deal with
structural uncertainty, and our results establish that the partial
identification approach is a promising avenue for further develop-
ment of computational modeling for climate policy.
There are several ways this work could be extended. MMR

analysis of joint parametric and structural climate model un-
certainty could be conducted by explicitly distinguishing the two
in the link between cumulative emissions and temperature. Of
particular interest is MMR analysis of the types of economic
uncertainties we discussed, both in their own right and jointly

Table 4. Values of regret across six ESMs, median α and central β, including MMR solution (in
bold italics)

Incorrect model

Correct Model GFDL BCC FIO Had IPSL MIROC Row maxima

GFDL 0 0.00608 0.00939 0.03436 0.04137 0.04914 0.04914
BCC 0.00669 0 0.00039 0.01266 0.01726 0.02266 0.02266
FIO 0.01059 0.0004 0 0.0088 0.01274 0.01749 0.01749
Had 0.04357 0.01459 0.0099 0 0.00041 0.00166 0.04357
IPSL 0.05379 0.0204 0.0147 0.00042 0 0.00043 0.05379
MIROC 0.06558 0.02748 0.02071 0.00175 0.00044 0 0.06558

Table 5. Values of MMR among six climate models across
economic parameters (from the FIO/MIROC model pair in
each case)

Value of β

Value of α Low Central High

Low 0.01300 0.01538 0.01719
Median 0.01387 0.01749 0.02053
High 0.01312 0.01763 0.02179
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with climate model uncertainty. Such research could greatly
enhance the capacity of decision makers to address this most
challenging of environmental problems.

Data Availability. All study data are included in the article and
SI Appendix.
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